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Abstract. In this paper, we consider an impulsive nonlinear second or-
der ordinary differential equation with nonlinear three-point boundary
conditions and develop a monotone iteration scheme by relaxing the con-

vexity assumption on the function involved in the differential equation
and the concavity assumption on nonlinearities in the boundary condi-
tions. In fact, we obtain monotone sequences of iterates (approximate
solutions) converging quadratically to the unique solution of the impul-

sive three-point boundary value problem.

1. Introduction

In recent years, a number of research papers have dealt with dynamical
systems with impulse effect as a class of general hybrid systems. Impulsive
hybrid systems are composed of some continuous variable dynamic systems
along with certain reset maps that define impulsive switching among them. It
is the switching that resets the modes and changes the continuous state of the
system. There are three classes of impulsive hybrid systems, namely, impulsive
differential systems [33, 41], sampled data or digital control system [30, 44] and
impulsive switched system [19, 24]. Applications of such systems include air
traffic management [43], automotive control [5, 9], real-time software verifica-
tion [6], transportation systems [37, 45], manufacturing [39], mobile robotics
[10], process industry [25], etc. In fact, hybrid systems have a central role in
embedded control systems that interact with the physical world. Using hybrid
models, one may represent time and event-based behaviors more accurately so
as to meet challenging design requirements in the design of control systems for
problems such as cut-off control and idle speed control of the engine. For more
details, see [7] and the references therein.

Impulsive differential equations, which provide a natural description of ob-
served evolution processes, are regarded as important mathematical tools for
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the better understanding of several real world problems in biology, physics,
engineering, etc. Thus, the theory of impulsive differential equations is much
richer than the corresponding theory of ordinary differential equations with-
out impulse effects since a simple impulsive differential equation may exhibit
several new phenomena such as rhythmical beating, merging of solutions and
noncontinuability of solutions. For the theoretical aspect of impulsive differen-
tial equations, we refer the reader to the references [3, 4, 8, 13, 14, 16, 21, 33,
36, 40, 41, 47] whereas the applications of impulsive differential equations can
be found in [15, 18, 26, 42].

Multi-point nonlinear boundary value problems which take into account the
boundary data at intermediate points of the interval under consideration, have
been addressed by many authors, for example, see [22, 27-29]. In this paper,
we develop an extended method of quasilinearization (the generalized quasilin-
earization) for a nonlinear impulsive three-point boundary value problem given
by

(1.1) x′′(t) = f(t, x(t), x′(t)), tk < t < tk+1, k = 0, 1, 2, . . . ,m,

(1.2) px(0) − qx′(0) = g1(x(
1
2
)), px(1) + qx′(1) = g2(x(

1
2
)),

and for k = 1, 2, . . . ,m,
∆x(tk) = uk,

(1.3) ∆x′(tk) = vk(x(tk), x′(tk)),

where f : [0, 1] × R2 −→ R is continuous, p, q are chosen appropriately with
p > 1 and g1,2 : R −→ R are continuous, uk ∈ R and vk : R2 −→ R are
continuous for k = 1, 2, . . . ,m. This work is motivated by Doddaballapur, Eloe
and Zhang [17] who discussed the method of quasilinearization for two-point
boundary value problems with impulse. The origin of the quasilinearization lies
in the theory of dynamic programming [11, 12]. This method applies to semilin-
ear equations with convex or concave nonlinearities and generates a monotone
iteration scheme whose iterates converge quadratically to a unique solution
of the given problem. The nineties brought new dimensions to this technique
when Lakshmikantham [31, 32] generalized the method of quasilinearization by
relaxing the concavity/convexity assumption. This development proved to be
of immense value and the method was extensively developed and applied to a
wide range of initial and boundary value problems for different types of differ-
ential equations, see [1, 22, 23, 34, 35] and references therein. Some real-world
applications of the quasilinearization technique can be found in [2, 38, 46]. In
Section 2, we present some basic results which play an important role to prove
the main result of the paper. In Section 3, we apply the method of generalized
quasilinearization to obtain monotone sequences of upper and lower solutions
that converge quadratically to the unique solution of the problem (1.1)-(1.3).
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2. Preliminary results

Let PC[0, 1] denote the class of piecewise continuous functions on [0, 1] and
PC1[0, 1] denote the class of functions x such that x ∈ PC[0, 1] and x′ ∈
PC[0, 1]. Define an appropriate Banach space B by

B = {x ∈ PC1[0, 1] : x(i)|[tk,tk+1] ∈ Ci[tk, tk+1], k = 0, 1, . . . ,m, i = 0, 1},

with
∥x∥B = max

k=0,1,...,m
∥x∥k and ∥x∥k = max

i=0,1
sup

tk≤t≤tk+1

|xi(t)|.

For the fixed impulsive points tk satisfying 0 = t0 < t1 < · · · < tm < tm+1 = 1,
we define the impulse by ∆x(tk) = x(t+k ) − x(t−k ) with the convention x(tk) =
x(t−k ), k = 1, . . . ,m.

We say that α ∈ B is a lower solution of the BVP with impulse (1.1)-(1.3)
if

α′′(t) ≥ f(t, α(t), α′(t)), tk < t < tk+1, k = 0, 1, . . . ,m,

pα(0) − qα′(0) ≤ g1(α(
1
2
)), pα(1) + qα′(1) ≤ g2(α(

1
2
)),

and for k = 1, 2, . . . ,m,
∆α(tk) = uk,

∆α′(tk) ≥ vk(α(tk), α′(tk)).

Analogously, β ∈ B is an upper solution of the BVP with impulse (1.1)-(1.3) if

β′′(t) ≤ f(t, (β(t), β′(t)), tk < t < tk+1, k = 0, 1, . . . ,m,

pβ(0) − qβ′(0) ≥ g1(β(
1
2
)), pβ(1) + qβ′(1) ≥ g2(β(

1
2
)),

and for k = 1, 2, . . . ,m,
∆β(tk) = uk,

∆β′(tk) ≤ vk(β(tk), β′(tk)).

Finally, we define a partial order on B as

α|[tk,tk+1](t) ≤ β|[tk,tk+1](t), tk < t < tk+1, k = 0, 1, . . . ,m.

As argued in [17], x is a solution of BVP with impulse (1.1)-(1.3) if and only
if x ∈ B and Tx = x, where T is a fixed point operator defined by

(2.1) Tx(t) = p(t) + I(t, x) +
∫ 1

0

G(t, s)f(s, x(s), x′(s))ds,

where

p(t) = g1(x(
1
2
))(

−t
p+ 2q

+
p+ q

p2 + 2pq
) + g2(x(

1
2
))(

t

p+ 2q
+

q

p2 + 2pq
),

G(t, s) =
1

(p2 + 2pq)

{
(pt+ q)(p(s− 1) − q), if 0 ≤ t ≤ s ≤ 1,
(p(t− 1) − q)(ps+ q), if 0 ≤ s ≤ t ≤ 1,
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and I(t, x) =
m∑

k=1

Ik(t, x) with

Ik(t, x)

=
1

p2 + 2pq

{
(pt+ q)[−ukp+ (p(tk − 1) − q)vk(x(tk), x′(tk))], 0 ≤ t ≤ tk,
(p(t− 1) − q)[−ukp+ (ptk + q)vk(x(tk), x′(tk))], tk ≤ t ≤ 1.

Now, we are in a position to present some basic results. For the sake of com-
pleteness, we provide the proof of these theorems although the method of proof
is similar to the one employed in [17].

Theorem 2.1. Assume that
(i) α, β ∈ B are lower and upper solutions of the BVP with impulse (1.1)-

(1.3) respectively.
(ii) f, fx ∈ C([0, 1] × R2) such that fx(t, x, y) > 0 and vk ∈ C1(R2) with

vkx(x, y) > 0, vky(x, y) > 0, (x, y) ∈ R2 for k = 1, 2, . . . ,m.
(iii) gi are continuous on R and satisfy one-sided Lipschitz condition:

gi(x) − gi(y) ≤ Li(x− y), 0 ≤ Li < 1, i = 1, 2.

Then α(t) ≤ β(t).

Proof. Let us set w(t) = α(t) − β(t). For the sake of contradiction, we assume
that w is positive on [0, 1], that is, α(t) > β(t). By definition of upper and
lower solutions and using (iii), we find that

pw(0) − qw′(0) ≤ g1(α(
1
2
)) − g1(β(

1
2
))

≤ L1(α(
1
2
) − β(

1
2
))

< α(
1
2
) − β(

1
2
) = w(

1
2
),

From this inequality, it follows that w(t) does not have a local positive max-
imum at τ = 0 as w′(0) = 0 implies that w(0) < w( 1

2 ) for p > 1. Similarly,
it can be shown that w(t) cannot have a local positive maximum at τ = 1.
Thus, w has a positive maximum at some τ ∈ (0, 1). Let us assume that

τ ∈
m∪

k=0

(tk, tk+1). Then w′′(τ) ≤ 0 and α′(τ) = β′(τ). Since α and β are lower

and upper solutions of the BVP with impulse (1.1)-(1.3) and fx > 0, it follows
that

w′′(τ) = α′′(τ) − β′′(τ) ≥ f(τ, α(τ), α′(τ)) − f(τ, β(τ), β′(τ)) > 0.

This provides a contradiction and so, τ /∈
m∪

k=0

(tk, tk+1).

Now, we assume that τ = tk for some k ∈ {1, 2, . . . ,m}. Then, by Taylor’s
theorem, w′(t−k ) ≥ 0 and w′(t+k ) ≤ 0, or ∆w′(tk) ≤ 0 and

α′(t−k ) = α′(tk) ≥ β′(tk) = β′(t−k ).
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In view of the fact that vkx(x, y) > 0, vky(x, y) > 0, (x, y) ∈ R2, it follows that

∆w′(tk) = ∆α′(tk) − ∆β′(tk) ≥ vk(α(tk), α′(tk)) − vk(β(tk), β′(tk)) > 0,

which is a contradiction and thus τ /∈ {t1, . . . , tm}. Hence, we conclude that
α(t) ≤ β(t), t ∈ [0, 1]. This completes the proof. �

Theorem 2.2. Assume that f ∈ C([0, 1]×R2), zk ∈ C(R2), k = 1, . . . ,m and
each zk(x, y) is monotone increasing in y for fixed x. Further, each solution of
x′′(t) = f(t, x(t), x′(t)) extends to [0, 1] or becomes unbounded on its maximal
interval of convergence. Let α, β be lower and upper solutions respectively of
the BVP

(2.2) x′′(t) = f(t, x(t), x′(t)), tk < t < tk+1,

∆x(tk) = uk,

(2.3) ∆x′(tk) = zk(x(tk), x′(tk)), k = 1, 2, . . . ,m,

with boundary conditions (1.2) such that α ≤ β. Further, gi (i = 1, 2) in (1.2)
are continuous on R and satisfy one-sided Lipschitz condition. Then, there
exists a solution x of the BVP with impulse (2.2)-(2.3), (1.2) satisfying α ≤
x ≤ β.

Proof. We define

f̂(t, x, y) =


f(t, β(t), y) + x−β(t)

1+(x−β(t)) , if x(t) > β(t),
f(t, x, y), if α(t) ≤ x(t) ≤ β(t),

f(t, α(t), y) + x−α(t)
1+|x−α(t)| , if x(t) < α(t),

v̂k(x, y) =


zk(β(tk), y) + x−β(tk)

1+(x−β(tk)) , if x > β(tk),
zk(x, y), if α(tk) ≤ x ≤ β(tk),

zk(α(tk), y) + x−α(tk)
1+|x−α(tk)| , if x < α(tk)

for k = 1, 2, . . . ,m and

Gi(x) =

 gi(β( 1
2 )), if x > β( 1

2 ),
gi(x), if α( 1

2 ) ≤ x ≤ β( 1
2 ),

gi(α( 1
2 )), if x < α( 1

2 )

for i = 1, 2. Let N > 0 be such that |α′(t)| ≤ N, |β′(t)| ≤ N, t ∈ [tk, tk+1], k =
0, 1, . . . ,m.

For each positive integer l, define

fl(t, x, y) =


f̂(t, x,N + l), if y > N + l,

f̂(t, x, y), if |y| ≤ N + l,

f̂(t, x,−(N + l)), if y < −(N + l),

and

vkl(x, y) =

 v̂k(x,N + l), if y > N + l,
v̂k(x, y), if |y| ≤ N + l,

v̂k(x,−(N + l)), if y < −(N + l).
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Notice that fl, Gi and vkl are bounded and continuous on their respective
domains. With a standard application of the Schauder fixed point theorem to
the operator T, defined by (2.1), we can obtain a solution, xl ∈ B, to the BVP
with impulse (2.2)-(2.3), (1.2) with f = fl, each Gi = gi and each vk = vkl.

Now, we want to show that each solution xl satisfies α ≤ xl ≤ β. We set
r(t) = xl(t) − β(t) and assume that r(t) has a positive maximum at τ ∈ (0, 1)

as in the proof of Theorem 2.1. If τ ∈
m∪

k=0

(tk, tk+1), then r′′(τ) ≤ 0, that is,

x′′l (τ) ≤ β′′(τ), and |x′l(τ)| = |β′(τ)| ≤ N < N + l. Thus

r′′(τ) = x′′l (τ) − β′′(τ)

≥ f(τ, β(τ), x′l(τ)) +
xl(τ) − β(τ)

1 + (xl(τ) − β(τ))
− f(τ, β(τ), β′(τ))

=
xl(τ) − β(τ)

1 + (xl(τ) − β(τ))
> 0,

which is a contradiction. Now, suppose that ∆r′(τ) ≤ 0 for τ = tk, k =
1, 2, . . . ,m. Since each zk(x, y) is monotone increasing in y for fixed x, it follows
that each vkl(x, y) is monotone increasing in y for fixed x. Moreover, we note
that each vkl(β(tk), β′(tk)) = zk(β(tk), β′(tk)). Thus,

∆r′(tk) ≥ vkl(β(tk), x′l(tk)) − vkl(β(tk), β′(tk)) +
xl(tk) − β(tk)

1 + (xl(tk) − β(tk))

≥ xl(tk) − β(tk)
1 + (xl(tk) − β(tk))

> 0,

which is also a contradiction. Therefore, r(t) ≤ 0 or xl ≤ β. On the same
pattern, we can prove that α(t) ≤ xl(t).

For each l, there exists tl ∈ [0, t1] such that

t1|x′kl(tl)| = |xkl(t1) − xkl(0)| ≤ max{|β(0) − α(t1)|, |β(t1) − α(0)|}.

Thus, the sequences {xkl(tl)} and {x′kl(tl)} are bounded. Now, applying the
Kamke convergence theorem for solutions of initial value problems, we obtain a
subsequence of {xkl} which converges to a solution of x′′(t) = f̂(t, x(t), x′(t)) on
a maximal subinterval of [0, t1]. Clearly, α(t) ≤ x(t) ≤ β(t) and the solutions
of x′′(t) = f(t, x(t), x′(t)) extend to all of [0, 1] or become unbounded implying
that x′′(t) = f̂(t, x(t), x′(t)) on [0, t1].

Now, we apply the impulse ∆x′(tk) = zk(x(tk), x′(tk)) at t1. Applying the
Kamke theorem on the subsequence obtained earlier, we can employ t1 = tl
for each l. Thus, we can obtain a further subsequence which converges to a
solution x of x′′(t) = f̂(t, x(t), x′(t)) on (0, t1)

∪
(t1, t2) such that x satisfies

the impulse ∆x′(tk) = zk(x(tk), x′(tk)) at t1. This procedure can be continued
inductively by first applying the impulse at each tj and then applying the
Kamke convergence theorem on the subinterval (tj , tj+1). Hence α(t) ≤ x(t) ≤
β(t) and f̂(t, x(t), x′(t)) = f(t, x(t), x′(t)). This completes the proof. �
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Remark. The simplified version of the condition that each solution of x′′(t) =
f(t, x(t), x′(t)) extends to [0, 1] or becomes unbounded on its maximal interval
of convergence is that f satisfies a Nagumo condition, that is, for each M > 0,
there exists a positive continuous function hM on [0,∞) such that |f(t, x, x′)| ≤
hM (|x′|) for all (t, x, x′) ∈ [0, 1] × [−M,M ] × R and

∞∫
0

(s/hM (s))ds = ∞.

3. Iteration scheme with quadratic convergence

Theorem 3.1. Assume that
(A0) α0, β0 ∈ B are lower and upper solutions of the BVP with impulse

(1.1)-(1.3) respectively..
(A1) f(t, x, y) ∈ C([0, 1] × R2) be such that fx(t, x, y) > 0, ∂2

∂x2 (f(t, x, y) +
ϕ1(t, x, y)) ≥ 0, where ∂2

∂x2ϕ1(t, x, y) ≥ 0 for some continuous function
ϕ1(t, x, y). Moreover, f satisfies a Nagumo condition in x′.

(A2) For i = 1, 2, gi(x), g′i(x) are continuous on R with 0 ≤ g′i ≤ 1 and
g′′i (x) + ψ′′

i (x) ≤ 0 with ψ′′
i ≤ 0 for some continuous functions ψi(x)

on R.
(A3) vk ∈ C1(R2) such that vkx(x, y) > 0, vky(x, y) > 0, (x, y) ∈ R2 and

v′′k ∈ C(R2) for k = 1, 2, . . . ,m.
Then there exists monotone sequences {αn} and {βn}, which converge in B to
a unique solution x of the BVP with impulse (1.1)-(1.3) and the convergence is
quadratic.

Proof. Let F (t, x) : [0, 1]×R −→ R be such that F, Fx and Fxx are continuous
on [0, 1]×R and it follows from (A1) that Fxx ≥ 0 on [0, 1]×R, where we have
set [23]

f(t, x1, x2) = F (t, x1) − ϕ1(t, x1, x2).

Applying the mean value theorem on F (t, x1) gives

F (t, x1) ≥ F (t, y1) + Fx(t, y1)(x1 − y1),

which together with the definition of F (t, x1) takes the form

(3.1) f(t, x1, x2) ≥ f(t, y1, y2)+Fx(t, y1)(x1−y1)−ϕ1(t, x1, x2)+ϕ1(t, y1, y2)

for x1, y1, x2, y2 ∈ R.
We define Gi : R −→ R by Gi(x) = gi(x) + ψi(x), i = 1, 2. From (A2), it

follows that

(3.2) gi(x) ≤ gi(y) +G′
i(y)(x− y) + ψi(y) − ψi(x), i = 1, 2, x, y ∈ R.

For each k = 1, . . . ,m, let Vk(x) : R −→ R be such that Vk, V
′
k, V

′′
k are contin-

uous on R with V ′′
k (x) ≥ 0, x ∈ R. Let us set ϕk(x1, x2) = Vk(x1) − vk(x1, x2)
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on R2. By the mean value theorem, we have Vk(x1) ≥ Vk(y1)+V ′
k(y1)(x1 − y1)

for x1, y1 ∈ R, which can alternatively be written as

(3.3) vk(x1, x2) ≥ vk(y1, y2) + V ′
k(y1)(x1 − y1) − ϕk(x1, x2) + ϕk(y1, y2)

for x1, x2, y1, y2 ∈ R. Now, we define

Q(t, x1, x2;α0, β0, α
′
0) = f(t, α0(t), α′

0(t)) + Fx(t, β0(t))(x1 − α0(t))

− ϕ1(t, x1, x2) + ϕ1(t, α0(t), α′
0(t)),

J(t, x1, x2;β0, β
′
0) = f(t, β0(t), β′

0(t)) + Fx(t, β0(t))(x1 − β0(t))

− ϕ1(t, x1, x2) + ϕ1(t, β0(t), β′
0(t)),

hk(x1, x2;α0, β0, α
′
0) = vk(α0(tk), α′

0(tk)) + V ′
k(β0(tk))(x1 − α0(tk))

− ϕk(x1, x2) + ϕk(α0(tk), α′
0(tk)),

Hk(x1, x2;β0, β
′
0) = vk(β0(tk), β′

0(tk)) + V ′
k(β0(tk))(x1 − β0(tk))

− ϕk(x1, x2) + ϕk(β0(tk), β′
0(tk)),

ri(x(
1
2
);α0, β0) = gi(α0(

1
2
)) +G′

i(β0(
1
2
))(x(

1
2
) − α0(

1
2
))

+ ψi(α0(
1
2
)) − ψi(x(

1
2
)), i = 1, 2,

Ri(x(
1
2
);β0) = gi(β0(

1
2
)) +G′

i(β0(
1
2
))(x(

1
2
) − β0(

1
2
))

+ ψi(β0(
1
2
)) − ψi(x(

1
2
)), i = 1, 2.

Observe that

Q(t, α0(t), α′
0(t);α0, β0, α

′
0) = f(t, α0(t), α′

0(t)),

(3.4) f(t, x1, x2) ≥ Q(t, x1, x2;α0, β0, α
′
0).

(3.5) ri(α0(
1
2
);α0, β0) = gi(α0(

1
2
)), gi(x) ≤ ri(x(

1
2
);α0, β0) i = 1, 2.

hk(α0(tk), α′
0(tk);α0, β0, α

′
0) = vk(α0(tk), α′

0(tk)),

(3.6) vk(x1(t), x2(t)) ≥ hk(x1, x2;α0, β0, α
′
0).

Also
(3.7)
J(t, β0(t), β′

0(t);β0, β
′
0) = f(t, β0(t), β′

0(t)), f(t, x1, x2) ≤ J(t, x1, x2;β0, β
′
0).

(3.8) Ri(β0(
1
2
);β0) = gi(β0(

1
2
)), gi(x) ≥ Ri(x(

1
2
);β0), i = 1, 2.

Hk(β0(tk), β′
0(tk);β0, β

′
0) = vk(β0(tk), β′

0(tk)),

(3.9) vk(x1(t), x2(t)) ≤ Hk(x1, x2;β0, β
′
0).
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Consider the BVP with impulse

(3.10) x′′(t) = Q(t, x(t), x′(t);α0, β0, α
′
0), tk < t < tk+1, k = 0, . . . ,m,

(3.11) px(0) − qx′(0) = r1(x(
1
2
);α0, β0), px(1) + qx′(1) = r2(x(

1
2
);α0, β0),

and for k = 1, . . . ,m,
∆x(tk) = uk,

(3.12) ∆x′(tk) = hk(x(tk), x′(tk);α0, β0, α
′
0).

We show that α0 and β0 are respectively lower and upper solutions of the
BVP with impulse (3.10)-(3.12).

Using (3.4)-(3.6) together with the fact that α0 is a lower solution of (1.1)-
(1.3), we obtain

α′′
0(t) ≥ f(t, α0(t), α′

0(t))

= Q(t, α0(t), α′
0(t);α0, β0, α

′
0), tk < t < tk+1, k = 0, 1, . . . ,m,

pα0(0) − qα′
0(0) ≤ g1(α0(

1
2
)) = r1(α0(

1
2
);α0, β0),

pα0(1) + qα′
0(1) ≤ g2(α0(

1
2
)) = r2(α0(

1
2
);α0, β0),

and for k = 1, . . . ,m,
∆α0(tk) = uk,

∆α′
0(tk) ≥ vk(α0(tk), α′

0(tk)) = hk(α0(tk), α′
0(tk);α0, β0, α

′
0),

which implies that α0 is a lower solution of (3.10)-(3.12).
Using (3.1) and the fact that β0 is an upper solution of (1.1)-(1.3), we get

β′′
0 (t) ≤ f(t, β0(t), β′

0(t))
≤ f(t, α0(t), α′

0(t)) − Fx(t, β0(t))(α0(t) − β0(t))
+ϕ1(t, α0(t), α′

0(t)) − ϕ1(t, β0(t), β′
0(t))

= Q(t, β0(t), β′
0(t);α0, β0, α

′
0), tk < t < tk+1, k = 0, 1, . . . ,m.

Using the mean value theorem and the non-increasing property of G′
1, we have

g1(β0(
1
2
)) − r1(β0(

1
2
);α0, β0)

= g1(β0(
1
2
)) − g1(α0(

1
2
)) −G′

1(β0(
1
2
))(β0(

1
2
) − α0(

1
2
))

−ψ1(α0(
1
2
)) + ψ1(β0(

1
2
))

= G1(β0(
1
2
)) −G1(α0(

1
2
)) −G′

1(β0(
1
2
))(β0(

1
2
) − α0(

1
2
))

= (G′
1(c0) −G′

1(β0(
1
2
)))(β0(

1
2
) − α0(

1
2
)) ≥ 0,
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(α0( 1
2 ) ≤ c0 ≤ β0( 1

2 )) which yields

pβ0(0) − qβ′
0(0) ≥ g1(β0(

1
2
)) ≥ r1(β0(

1
2
);α0, β0).

Similarly, it can be shown that

pβ0(1) + qβ′
0(1) ≥ r2(β0(

1
2
);α0, β0).

In view of (3.3), we get

∆β′
0(tk) ≤ vk(β0(tk), β′

0(tk))

≤ vk(α0(tk), α′
0(tk)) − V ′

k(β0(tk))(α0(tk) − β0(tk))

+ ϕk(α0(tk), α′
0(tk)) − ϕk(β0(tk), β′

0(tk))

= hk(β0(tk), β′
0(tk);α0, β0, α

′
0), k = 1, . . . ,m.

Thus, we conclude that β0 is an upper solution of the BVP with impulse (3.10)-
(3.12). Moreover, each hk satisfies the hypotheses of Theorem 2.2 and a limit
comparison implies that Q satisfies a Nagumo condition in x′. Hence, by The-
orem 2.2, there exists a solution α1 of the BVP with impulse (3.10)-(3.12) such
that

(3.13) α0(t) ≤ α1(t) ≤ β0(t).

Now, we consider the BVP with impulse

(3.14) x′′(t) = J(t, x(t), x′(t);β0, β
′
0), tk < t < tk+1, k = 0, . . . ,m,

(3.15) px(0) − qx′(0) = R1(x(
1
2
);β0), px(1) + qx′(1) = R2(x(

1
2
);β0),

and for k = 1, . . . ,m,

∆x(tk) = uk,

(3.16) ∆x′(tk) = Hk(x(tk), x′(tk);α0, β0, β
′
0).

Since J and each Hk satisfy the hypotheses of Theorem 2.2, we can repeat the
earlier arguments to conclude that α0 and β0 are respectively lower and upper
solutions of the BVP with impulse (3.14)-(3.16). Thus, by Theorem 2.2, there
exists a solution β1 of the BVP with impulse (3.14)-(3.16) such that

(3.17) α0 ≤ β1 ≤ β0.

Next, we show that α1 and β1 are respectively lower and upper solutions of the
BVP with impulse (1.1)-(1.3). Since α1 is a solution of (3.10)-(3.12) such that
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α0 ≤ α1 ≤ β0, it follows from (A1) and (3.1) that

α′′
1(t) = Q(t, α1(t), α′

1(t);α0, β0, α
′
0)

= f(t, α0(t), α′
0(t)) + Fx(t, β0(t))(α1(t) − α0(t))

− ϕ1(t, α1(t), α′
1(t)) + ϕ1(t, α0(t), α′

0(t))

≥ f(t, α1(t), α′
1(t)) + Fx(t, α1(t))(α0(t) − α1(t))

+ ϕ1(t, α1(t), α′
1(t)) − ϕ1(t, α0(t), α′

0(t))

+ Fx(t, β0(t))(α1(t) − α0(t)) − ϕ1(t, α1(t), α′
1(t)) + ϕ1(t, α0(t), α′

0(t))

= f(t, α1(t), α′
1(t)) + (Fx(t, β0(t)) − Fx(t, α1(t)))(α1(t) − α0(t))

≥ f(t, α1(t), α′
1(t)), t ∈

m∪
k=0

(tk, tk+1).

In view of non-increasing property of G′
1, we get

g1(α1(
1
2
)) − (pα1(0) − qα′

1(0))

= g1(α1(
1
2
)) − r1(α1(

1
2
);α0, β0)

= g1(α1(
1
2
)) − g1(α0(

1
2
)) −G′

1(β0(
1
2
))(α1(

1
2
) − α0(

1
2
))

− ψ1(α0(
1
2
)) + ψ1(α1(

1
2
))

= G1(α1(
1
2
)) −G1(α0(

1
2
)) −G′

1(β0(
1
2
))(α1(

1
2
) − α0(

1
2
))

= (G′
1(c1) −G′

1(β0(
1
2
)))(α1(

1
2
) − α0(

1
2
)) ≥ 0,

(α0( 1
2 ) ≤ c1 ≤ α1( 1

2 )) which yields pα1(0) − qα′
1(0) ≤ g1(α1( 1

2 )). Similarly, we
have pα1(1)+ qα′

1(1) ≤ g2(α1( 1
2 )). Using (3.3) and the nondecreasing property

of V ′
k, we obtain

∆α′
1(tk)

= hk(α1(tk), α′
1(tk);α0, β0, α

′
0)

= vk(α0(tk), α′
0(tk)) + V ′

k(β0(tk))(α1(tk) − α0(tk))
−ϕk(α1(tk), α′

1(tk)) + ϕk(α0(tk), α′
0(tk))

≥ vk(α1(tk), α′
1(tk)) + V ′

k(α1(tk))(α0(tk) − α1(tk))
+ϕk(α1(tk), α′

1(tk)) − ϕk(α0(tk), α′
0(tk))

+V ′
k(β0(tk))(α1(tk) − α0(tk)) − ϕk(α1(tk), α′

1(tk)) + ϕk(α0(tk), α′
0(tk))

= vk(α1(tk), α′
1(tk)) + (V ′

k(β0(tk)) − V ′
k(α1(tk)))(α1(tk) − α0(tk))

≥ vk(α1(tk), α′
1(tk)), k = 1, 2, . . . ,m.
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Hence α1 is a lower solution of (3.1.1)-(3.1.3). Similarly, for t ∈
m∪

k=0

(tk, tk+1),

it can be shown that
β′′

1 (t) ≤ f(t, β1(t), β′
1(t)),

pβ1(0) − qβ′
1(0) ≥ g1(β1(

1
2
)), pβ1(1) + qβ′

1(1) ≥ g2(β1(
1
2
)),

and for k = 1, 2, . . . ,m,

∆β′
1(tk) ≤ vk(β1(tk), β′

1(tk)).

Thus, β1 is an upper solution of (3.1.1)-(3.1.3). Hence, by Theorem 2.1, we
have

(3.18) α1 ≤ β1.

Combining (3.13), (3.17) and (3.18) yields

α0(t) ≤ α1(t) ≤ β1(t) ≤ β0(t), t ∈
m∪

k=0

(tk, tk+1).

Let us define the following sequences of functions {Ql}, {Jl}, {ril}, {Ril}, {hkl}
and {Hkl} by

Ql(t, x1, x2) = Q(t, x1, x2;αl, βl, α
′
l)

= f(t, αl(t), α′
l(t)) + Fx(t, βl(t))(x1 − αl(t))

− ϕ1(t, x1, x2) + ϕ1(t, αl(t), α′
l(t)),

Jl(t, x1, x2) = J(t, x1, x2;βl, β
′
l) = f(t, βl(t), β′

l(t)) + Fx(t, βl(t))(x1 − βl(t))

− ϕ1(t, x1, x2) + ϕ1(t, βl(t), β′
l(t)),

hkl = hk(x1, x2;αl, βl, α
′
l)

= vk(αl(tk), α′
l(tk)) + V ′

k(βl(tk))(x1 − αl(tk))

− ϕk(x1, x2) + ϕk(αl(tk), α′
l(tk)),

Hkl = Hk(x1, x2;βl, β
′
l) = vk(βl(tk), β′

l(tk)) + V ′
k(βl(tk))(x1 − βl(tk))

− ϕk(x1, x2) + ϕk(βl(tk), β′
l(tk)),

ril = ri(x(
1
2
);αl, βl) = gi(αl(

1
2
)) +G′

i(βl(
1
2
))(x(

1
2
) − αl(

1
2
))

+ ψi(αl(
1
2
)) − ψi(x(

1
2
)), i = 1, 2,

Ril = Ri(x(
1
2
);βl) = gi(βl(

1
2
)) +G′

i(βl(
1
2
))(x(

1
2
) − βl(

1
2
))

+ ψi(βl(
1
2
)) − ψi(x(

1
2
)), i = 1, 2.

Now, by induction, it can be proved that

α0 ≤ α1 ≤ · · · ≤ αl ≤ αl+1 ≤ βl+1 ≤ βl ≤ · · · ≤ β1 ≤ β0.
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For that, we consider the following BVPs with impulse

(3.19) x′′(t) = Q(t, x(t), x′(t);αl, βl, α
′
l), tk < t < tk+1, k = 0, . . . ,m,

(3.20) px(0) − qx′(0) = r1(x(
1
2
);αl, βl), px(1) + qx′(1) = r2(x(

1
2
);αl, βl),

and for k = 1, . . . ,m,

∆x(tk) = uk,

(3.21) ∆x′(tk) = hk(x(tk), x′(tk);αl, βl, α
′
l),

and

(3.22) x′′(t) = J(t, x(t), x′(t);βl, β
′
l), tk < t < tk+1, k = 0, . . . ,m,

(3.23) px(0) − qx′(0) = R1(x(
1
2
);βl), px(1) + qx′(1) = R2(x(

1
2
);βl),

and for k = 1, . . . ,m,

∆x(tk) = uk,

(3.24) ∆x′(tk) = Hk(x(tk), x′(tk);αl, βl, β
′
l).

Assume that α0 ≤ αl ≤ βl ≤ β0 for l > 1 and we will show that α0 ≤ αl+1 ≤
βl+1 ≤ β0. Since αl is a solution of (3.19)-(3.21) with βl−1 ≥ αl, it follows from
(3.1) that

α′′
l (t) = Q(t, αl(t), α′

l(t);αl−1, βl−1, α
′
l−1)

= f(t, αl−1(t), α′
l−1(t)) + Fx(t, βl−1(t))(αl(t) − αl−1(t))

+ ϕ1(t, αl−1(t), α′
l−1(t)) − ϕ1(t, αl(t), α′

l(t)),

≥ f(t, αl(t), α′
l(t)) + Fx(t, αl(t))(α1−1(t) − αl(t))

+ ϕ1(t, αl(t), α′
l(t)) − ϕ1(t, αl−1(t), α′

l−1(t)),

+ Fx(t, βl−1(t))(αl(t) − αl−1(t)) + ϕ1(t, αl−1(t), α′
l−1(t))

− ϕ1(t, αl(t), α′
l(t)),

≥ f(t, αl(t), α′
l(t)) + (Fx(t, αl(t)) − Fx(t, αl(t)))(α1−1(t) − αl(t))

= f(t, αl(t), α′
l(t)) = Q(t, αl(t), α′

l(t);αl, βl, α
′
l).
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Using (3.2), we obtain

pαl(0) − qα′
l(0)

= r1(αl(
1
2
);αl−1, βl−1)

= g1(αl−1(
1
2
)) +G′

1(βl−1(
1
2
))(αl(

1
2
) − αl−1(

1
2
))

+ ψ1(αl−1(
1
2
)) − ψ1(αl(

1
2
))

≤ g1(αl(
1
2
)) +G′

1(αl(
1
2
))(αl−1(

1
2
) − αl(

1
2
)) + ψ1(αl(

1
2
)) − ψ1(αl−1(

1
2
))

+G′
1(βl−1(

1
2
))(αl(

1
2
) − αl−1(

1
2
)) + ψ1(αl−1(

1
2
)) − ψ1(αl(

1
2
))

≤ g1(αl(
1
2
)) + (G′

1(αl(
1
2
)) −G′

1(αl(
1
2
)))(αl−1(

1
2
) − αl(

1
2
))

= g1(αl(
1
2
)) = r1(αl(

1
2
);αl, βl).

Similarly, it can be shown that

pαl(1) + qα′
l(1) ≤ r2(αl(

1
2
);αl, βl).

Using (3.3), the nondecreasing property of V ′
k and the fact that βl−1 ≥ αl, we

obtain
∆α′

l(tk) = hk(αl(tk), α′
l(tk);αl−1, βl−1, α

′
l−1)

= vk(αl−1(tk), α′
l−1(tk)) + V ′

k(βl−1(tk))(αl(tk) − αl−1(tk))

− ϕk(αl(tk), α′
l(tk)) + ϕk(αl−1(tk), α′

l−1(tk))

≥ vk(αl(tk), α′
l(tk)) + V ′

k(αl(tk))(αl−1(tk) − αl(tk))

− ϕk(αl−1(tk), α′
l−1(tk)) + ϕk(αl(tk), α′

l(tk))

+ V ′
k(βl−1(tk))(αl(tk) − αl−1(tk)) − ϕk(αl(tk), α′

l(tk))

+ ϕk(αl−1(tk), α′
l−1(tk))

= vk(αl(tk), α′
l(tk)) + (V ′

k(βl−1(tk)) − V ′
k(αl(tk)))(αl(tk) − αl−1(tk))

≥ vk(αl(tk), α′
l(tk)) = hk(αl(tk), α′

l(tk);αl, βl, α
′
l), k = 1, . . . ,m.

Thus, αl is a lower solution of (3.19)-(3.21). Similarly, we can show that βl

is an upper solution of (3.19)-(3.21). Hence, by Theorem 2.2, there exists a
solution αl+1 of (3.19)-(3.21) satisfying

α0 ≤ · · · ≤ αl ≤ αl+1 ≤ βl ≤ · · · ≤ β0.

In the same manner, we can show that

α0 ≤ · · · ≤ αl ≤ βl+1 ≤ βl ≤ · · · ≤ β0,

where βl+1 is a solution of (3.22)-(3.24) and αl, βl are lower and upper solutions
of (3.22)-(3.24). Making use of the earlier arguments, it can be shown that αl+1
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and βl+1 are respectively lower and upper solutions of the BVP with impulse
(1.1)-(1.3) and by Theorem 2.1, it follows that αl+1 ≤ βl+1. Hence, we arrive
at the conclusion

α0 ≤ α1 ≤ · · · ≤ αl ≤ αl+1 ≤ βl+1 ≤ βl ≤ · · · ≤ β1 ≤ β0.

We now apply Kamke convergence criterion to show that each of the two se-
quences {αl} and {βl} converges in B to x, the unique solution of the BVP
with impulse (1.1)-(1.3).
The Kamke Convergence Theorem does not apply directly to either the se-
quence {αl} or {βl} as neither Ql nor Jl converges uniformly on compact sets
to f . In order to check this, we note that

Ql(t, x1, x2) = f(t, x1, x2) + Fx(t, βl(t))(x1 − αl(t)) + F (t, αl(t)) − F (t, x1),

and

Jl(t, x1, x2) = f(t, x1, x2) + Fx(t, βl(t))(x1 − βl(t)) + F (t, βl(t)) − F (t, x1).

Define

Q̂l(t, x1, x2) = f(t, x1, x2) + Fx(t, βl(t))(αl+1(t) − αl(t)) + F (t, αl(t)) − F (t, αl+1(t)),

Ĵl(t, x1, x2) = f(t, x1, x2) + Fx(t, βl(t))(βl+1(t) − βl(t)) + F (t, βl(t)) − F (t, βl+1(t)),

so that αl+1 is the unique solution of the BVP with impulse (1.1)-(1.3) with
f = Q̂l and each vk = hkl, gi = ril, i = 1, 2. The Kamke convergence Theorem
now does apply. Employing the arguments used in the proof of Theorem 2.2,
we conclude that the sequence {αl} converges in B to x, the unique solution of
(1.1)-(1.3). Similarly, the sequence {βl} converges in B to the unique solution
x of the BVP with impulse (1.1)-(1.3).

Now, we show the quadratic convergence of the sequences. For that, let us
define γn(t) = βn(t) − x(t), χn(t) = x(t) − αn(t) and set en = max{∥γn∥B ,
∥χn∥B}. We will only prove the quadratic convergence of the sequence {γn}
as that of {χn}is similar. Using (A2), we find that

pγn+1(0) − qγ′n+1(0) ≤ g1(βn+1(
1
2
)) − g1(x(

1
2
))

= g′1(η1(
1
2
))γn+1(

1
2
) ≤ γn+1(

1
2
),

(x( 1
2 ) ≤ η1( 1

2 ) ≤ βn+1( 1
2 )) which can alternatively be written as

γ′n+1(0) ≥ p

q
γn+1(0) − 1

q
γn+1(

1
2
) ≥ 0 if p ≥

γn+1( 1
2 )

γn+1(0)
.

Also, for x( 1
2 ) ≤ η2( 1

2 ) ≤ βn+1( 1
2 ), we have

pγn+1(1) + qγ′n+1(1) ≤ g2(βn+1(
1
2
)) − g2(x(

1
2
))

= g′2(η2(
1
2
))γn+1(

1
2
) ≤ γn+1(

1
2
),
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which implies that

γ′n+1(1) ≤ 1
q
γn+1(

1
2
) − p

q
γn+1(1) ≤ 0 if p ≥

γn+1( 1
2 )

γn+1(1)
.

Hence we conclude that γ′n+1(0) ≥ 0 and γ′n+1(1) ≤ 0 when p = max{γn+1(
1
2 )

γn+1(0)
,

γn+1(
1
2 )

γn+1(1)
}. For t ∈

m∪
k=0

(tk, tk+1), the repeated application of the mean value

theorem yields

γ′′n+1(t) = β′′
n+1(t) − x′′(t)

= J(t, βn+1(t), β′
n+1(t);βn, β

′
n) − f(t, x(t), x′(t))

= f(t, βn(t), β′
n(t)) + Fx(t, βn(t))(βn+1(t) − βn(t))

− ϕ1(βn+1(t), β′
n+1(t)) + ϕ1(t, βn(t), β′

n(t)) − F (t, x(t))

+ ϕ1(t, x(t), x′(t))

= F (t, βn(t)) − ϕ1(t, βn(t), β′
n(t)) + Fx(t, βn(t))(βn+1(t) − βn(t))

− ϕ1(t, βn+1(t), β′
n+1(t)) + ϕ1(t, βn(t), β′

n(t)) − F (t, x(t))

+ ϕ1(t, x(t), x′(t))

= F (t, βn(t)) − F (t, x(t)) + Fx(t, βn(t))(βn+1(t) − βn(t))

+ ϕ1(t, x(t), x′(t)) − ϕ1(t, βn+1(t), β′
n+1(t))

= Fx(t, ξ1(t))γn(t) − Fx(t, βn(t))γn(t) + Fx(t, βn(t))γn+1(t)

− ϕ1x(t, ξ2(t), ξ3(t))γn+1(t) − ϕ1x′(t, ξ2(t), ξ3(t))γ′n+1(t),

where x(t) ≤ ξ1(t) ≤ βn(t), x(t) ≤ ξ2(t) ≤ βn+1(t) and x′(t) ≤ ξ3 ≤ β′
n+1(t).

Thus, there exists ξ1(t) ≤ ξ4(t) ≤ βn(t) such that

γ′′n+1(t) = Fxx(t, ξ4(t))γn(t)(ξ1(t) − βn(t))

+ (Fx(t, βn(t)) − ϕ1x(t, ξ2(t), ξ3(t)))γn+1(t)

− ϕ1x′(t, ξ2(t), ξ3(t))γ′n+1(t)

≥ − Fxx(t, ξ4(t))γ2
n(t) + fx′(t, ξ2(t), ξ3(t))γ′n+1(t),

where we have used the monotonicity of Fx. In particular, there exist M > 0
such that

(3.25) γ′′n+1(t) − f ′x(t, ξ2(t), ξ3(t))γ′n+1(t) ≥ −Me2n,

where M > maxi max(t,x)∈Di
Fxx(t, x), and for i = 0, . . . ,m,

Di = {(t, x) : ti ≤ t ≤ ti+1, α0(t) ≤ x ≤ β0(t)}.

Similarly, there exist appropriate ξ5 and ξ6 such that

(3.26) ∆γ′n+1(tk) − vkx′(ξ5(tk), ξ6(tk))γ′n+1(tk) ≥ −Me2n, k = 1, . . . ,m.
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Multiplying both sides of (3.25) by µ(t), we get
(3.27)
µ(t)γ′′n+1(t) − µ(t)fx′(t, ξ2(t), ξ3(t))γ′n+1(t) = (γ′n+1(t)µ(t))′ ≥ −Mµ(t)e2n,

where µ(t) denote the integrating factor associated with (3.25) and is given by

µ(t) = exp
(
−

∫ t

0

fx′(s, ξ2(s), ξ3(s))ds
)
.

Integrating both sides of (3.27) from t to 1, we get

γ′n+1(1)µ(1) − γ′n+1(t)µ(t) ≥ −Me2n

∫ 1

t

µ(s)ds, tm ≤ t ≤ 1.

In view of γ′n+1(1) ≤ 0, the above expression reduces to

γ′n+1(t) ≤Me2n

1∫
t

µ(s)
µ(t)

ds.

Since γn+1 converges to 0 in B, it ultimately follows that (s, ζ2(s), ζ3(s)) belongs
to

D̂ = {(s, x1, x2) : tm ≤ s ≤ 1, α0(s) ≤ x1 ≤ β0(s), x′(s) − 1 ≤ x2 ≤ x′(s) + 1}.

Thus, we can bound µ(t) away from both 0 and ∞ for sufficiently large n. In
particular, for tm ≤ t ≤ 1, there exists N1 > 0 such that

(3.28) γ′n+1(t) ≤ N1e
2
n.

Applying (3.26) at tm, we obtain

∆γ′n+1(tm) − vmx′(ξ5(tm), ξ6(tm))γ′n+1(tm)

= γ′n+1(t
+
m) − γ′n+1(tm) − vmx′(ζ6(tm), ζ7(tm))γ′n+1(tm) ≥ −Me2n.

In view of (A3) and taking M1 > 0 as the bound for vmx′ away from both 0
and ∞, we get

(3.29) γ′n+1(t
−
m) ≥ −M1e

2
n.

Using (3.27) and (3.29), there exists some N2 > 0 such that γ′n+1(t) ≤ N2e
2
n

for tm−1 ≤ t ≤ tm. Arguing as before, we can find a suitable form of (3.29) at
tm−1. Continuing this procedure inductively, we can find N > 0 for sufficiently
large n such that

(3.30) γ′n+1(t) ≤ Ne2n, t ∈
m∪

k=0

[tk, tk+1].

Since γn+1(t) ≥ 0 and γn+1 ∈ C[0, 1], we integrate (3.30) from 0 to t and
for sufficiently large n, we have γn+1(t) − γn+1(0) ≤ Ne2n. As γn+1(0) ≥ 0,
therefore

(3.31) 0 ≤ γn+1(t) ≤ Ne2n.
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Integrating (3.27) from 0 to t (≤ t1), we obtain

γ′n+1(t)µ(t) − γ′n+1(0) ≥ −Me2n

t∫
0

µ(s)ds.

As γ′n+1(0) ≥ 0, it follows that for 0 ≤ t ≤ t1, there exists N1 > 0 such that

γ′n+1(t) ≥ −Me2n

t∫
0

µ(s)
µ(t)

ds ≥ −N1e
2
n

for sufficiently large n which is analogous to (3.28). In a similar manner, we

can choose N large enough such that for t ∈
m∪

k=0

[tk, tk+1] and for sufficiently

large n, we have

(3.32) γ′n+1(t) ≥ −N1e
2
n.

From the estimates (3.30), (3.31) and (3.32), it follows that the sequence {βn}
converges to x quadratically in B. This completes the proof. �

4. Concluding remarks

We have developed the generalized quasilinearization method for a class of
impulsive three-point boundary value problems with nonlinear boundary con-
ditions. It has been shown that the concavity assumption on the nonlinearities
in the boundary conditions can be relaxed on the pattern similar to the one
employed to relax the convexity condition on nonlinearity involved in the differ-
ential equation. Several interesting results appear as a special case of the work
established in this paper, for example, if we take p = 1, q = 0, g1(x( 1

2 )) = a and
g2(x( 1

2 )) = b, the results of [17] appear as a special case of our problem. In case
we take g1(x( 1

2 )) = a and g2(x( 1
2 )) = b, our results correspond to an impul-

sive two-point boundary value problem with separated boundary conditions.
Moreover, the classical method of quasilinearization for impulsive nonlinear
three-point boundary value problems can be recorded by taking ϕ(t, x) ≡ 0
and ψi(x) ≡ 0 in (A1) and (A2) of Theorem 3.1.

Acknowledgment. The authors are very grateful to the referee for his/her
valuable suggestions that led to the improvement of the original manuscript.
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